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Abstract

It is shown that in thermal ionization source mass spectrometry, if isotope fractionation of the element in the sample follows a linear
law, straight-line distributions in,, versusx,/ym, diagrams are observed, wheggandy;, are two measured isotope ratios. The slopes and
y-intercepts of these linear distributions are functions of the ‘true’ (starting) vajuexly; of the element in the sample and of the masses
of the isotopes involved in ratiosandy. Since the masses of the nuclides are known, true ratiasdy; can be calculated. This theoretical
result is used to determine the non-radiogenic part of the isotopic composition of strontium in NBS SRM 98Bresmaiched isotopic
tracer prepared at the Oak Ridge National Laboratory, and two natural samples (rocks from the metamorphic basement of the Italian Eastern
Alps) without any assumption about the isotopic composition itself.

Strontium was loaded as nitrate on single tungsten filaments®&nf®Sr and®*Srf8Sr ratios were measured up to a fractionation of
~1% ut in a single-collector VG 54E mass spectrometer. For eactft8nfeSr, 84SrFeSr and®*SrfeSr ratios were calculated for all useful
Xm Versussm/yn distributions. The respective weighted average values are considered the true values of the isotope ratios in the sample.

Four runs of isotopic standard NBS SRM 987 and one run of the isotopic tracer gave accurate and reproducible results which are identical,
within error limits, to the respective certified values. The four determinations of NBS 987 resulted in the following weighted average values:
86SrF8Sr=0.11942+ 0.0001834Srf8Sr=0.056485 0.00007584SrfeSr = 0.006746 0.000017 (error at2level).

The values of the natur8iSr£8Sr ratio (two rocks: 0.11956 0.00017 and 0.1195¥ 0.00008; NBS 987: 0.119420.00018) are identical
within error limits, and identical or very close to the recommended value of 0.1194, the worldwide assume¥SmfRSr value in the
commonly used procedure of determinfi§rf8Sr ratio by normalization.

However, due to the accuracy of the above determinations, it is suggested that, in nature, significant differences exist in the non-radiogenic
part of the isotopic composition of strontium.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction and rocks and/or inferring information about the genesis and
evolution of geological materia[8—3].

Thermal ionization source mass spectrometry is widely A fundamental problem in surface ionization source mass
used in Earth Sciences to determine the isotopic composi-spectrometry is that the evaporation rates of the isotopes of
tions of metals (for example, Sr, Nd, Pb, etc.) which are im- the element of interest from the filament differ. This gen-
portant in geological investigations, such as dating minerals erates fractionation of the isotopes in the sample, and the

measured values of isotope ratios which change in time

a9 040 827 2002: fax: +39 049 827 2010, é[34;,5]. 6For th_is reason, in Sr I:‘aborato_ry r(?utines, r_neasured
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value which is assumed to be ‘true’ for the sample (0.1194  The linear model was used worldwide in the 1960-1980s
[6-8]). to correct measured isotope ratios for instrumental mass
The normalization procedure implies assumptions about: discrimination. It can still be validly used if fractionation
(i) the isotopic composition of the element and (i) the model is not large (approximately0.5% u ) and within a cer-
according to which isotope fractionation occurs during the tain range of fractionatiorf17,18] For larger ranges (up
run. However, rigorous determination of the isotopic compo- to 1.7-1.8% a?l), [17,18] showed that an exponential law
sition of an element in a sample should avoid assumptions, inmodel of fractionation ensures much better reductions of the
particular, assumptions about the isotopic composition itself. observed data, so that for correcting measured isotopic ra-
These assumptions are doubly dangerous. First, they pre+tios from instrumental mass discrimination, the linear model
vent us from detecting if differences exist in some parts of the has progressively been abandoned. This useful approxima-
isotopic composition. Second, the values of the normalized tions, however, is still conveniently used to describe instru-
ratio strongly depend on the ‘true’ reference values. In the mental isotope fractionation in IDA models of calculation
case of Sr, a 0.1% deviation of tR&Srf8Sr ratio from the  [9,13,14,19]
ideal value of 0.1194 leads to a deviation of 0.04% ofthe cor-  This paper proposes a hew method of analysis and calcu-
rected®’SrP8Sr ratio (approximately three units on the fourth  lation which represents an attempt at solving these problems.
decimal digit), which is at least one order of magnitude higher In the following, it is shown that the “true” (starting) isotope
than the typical error fof’Srf8sr. ratios of an element of interest in a sample can be determined
Assumptions about the isotopic compositions of the nat- by thermal ionization mass spectrometry virtually without
ural sample and the tracer are also often crucially used inany assumptions. This method can be applied to elements
isotope dilution schemes of calculations. In IDA, the accu- which are composed of more than two isotopes, and deter-
racy and precision of results depend closely on knowledge of mination of part of the isotopic composition of strontium in
the isotopic composition of tracers. Hoffma[®h proposeda  isotopic standards and natural samples is illustrated.
method to determine tracer isotopic composition, which can
be applied to elements composed of more than two isotopes.
It consists of iterative mass spectrometer runs of the pure2. Theory and calculation
tracer and of a special natural-tracer mixture called ‘critical’

[9-12] 2.1. Calculation of true isotope ratios
During the run of a critical mixture, the measured val-
ues of two isotope ratios, y, with the same isotope at the Briefly, the linear model assumes that, at any instant, the

denominator, define a fractionation straight line which coin- difference between measured and true (starting) values, per
cides with the mixing straight line, obtained by plotting true unit of measured value and per unit of mass difference be-
(unfractionated) values of ratios y of natural-tracer mix- tween the two isotopes involved in the ratio, is the same for
tures. Therefore, the isotopic rati®s ys of the tracer are  any isotope ratio of the element in question.
given by the intersection of the pure-spike fractionation line  Calling thei/j isotope ratiok, we can write:
with the fractionation line defined by the critical mixture.

In Hoffmann’s calculation, assumptions are made about ="~ _
the isotopic composition of strontium in the natural sample *m(Mj — M)

and in the tracer. These assumptions shed uncertainty on thg, .. oo F is the “fractionation factor'xm, X, the instanta-
calculated values of the isotope ratios. Moreover, we CannOtneously measured and starting (true) values of the isotope

neglect the fact that the very small angle which is defined by ratio, respectively; andlj, M;, the masses of isotopésj
the pure-spike fractionation line and the natural-spike mix- ' ’ P ’

ing line may greatly increase this uncertainty. The angle in
question is approximately .Zor a ~80% 84Sr-enriched
tracer, and becomes smaller and smallét*ss enrichment
increases. It falls to 0.02r less when the degree of enrich-  Xm — Xt _ Ym — )t )
ment is >98%, making determination of the isotopic com- x,,AM,  y,AM,

position of highly enriched strontium tracers by Hoffmann'’s
method very problematic.

Assumptions about the law according to which isotope
fractionation occurs during runs are also fundamental in nor-
malizing data. In the literature, three models have been pro-
posed, commonly known as ‘Rayleigh’s law’, ‘Power law’ — X tAM,
and ‘Exponential law[4,15-18] A useful approximation, ~ Ym = (DM, — AMy) — xeAM, 3)
hereafter called ‘linear model’ of fractionation, has also been
obtained by series-expanding the power law function and  Clearly, the relationship between the two isotope ratios is
truncating the series to the first-order tefib—18] not linear. Nevertheless, the relationskipversusxm/ym is

Xm — Xt

1)

respectively.
Following the basic hypothesis, for two different isotope
ratiosx andy, we can write:

where AMy, AMy are mass differences calculated between
the isotope at the denominator and at the numerator in isotope
ratiosx, y, respectively.

Eq.(2) can be solved to yielgy:
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linear:

Xm

) Gae) o (i)

Eq. (4) shows that the slope aneintercept of the straight
line depend on the true values of isotope rakQy; and on

AM,
AM,

AM, — AM,
VtAM,

Ym

(4)

19

sample isotopically fractionated during the run according to a
linear law. Thus, th&8SrP8Sr and®8SrR4Sr ratios in sample

LASA 7 can be calculated from the linear best-fit parame-

ters (slope =12.48% 0.021;y-intercept=—610.3+ 3.2) and
from the values of the masses of the nuclides involved.

The accuracy and precision on the calculated values of

mass differenceaMy, AMy between the isotopes involved X, Y depend on the accuracy and precision of the slopes
in the ratios. Sinc&\My, AMy are known to a certain degree andy-intercepts, which result from straight-line best-fit cal-
of accuracy, slope angintercept are dependent only on true culations. Due to errors which afflict the measured ratios,

valuesx;, Vi.

the larger the interval of fractionation (i.e., the longer the

Thus, it is possible to calculate the true values of the iso- straight-line segments), the more accuratandg.

tope ratios of the element in the sample by straight-line best-
fit of points inxm versus<m/ym diagrams, i.e., from measured
values only. We calculatg from valuem of the slope of the
best-fit:

1AM, — AM,
TN (5)
andx; from slopem and valuej of they-intercept:
AM, — AM,
=128~ AWy (6)
m AM,,

This means that, if during a mass spectrometer run the
process of isotope fractionation in the sample follows the
linear model of fractionation, the isotope ratios of the element

However[17,18]showed that the linear law model of frac-

tionation can successfully be used in data reduction only if
the fractionation range is not large and only within a certain

range of fractionation values. If fractionation is large, an ex-
ponential law model can be better applied. For this reason, it
becomes particularly important to derive a linear approxima-

tion of the exponential model of fractionation.

By re-arranging Eqs(1) and (3) in [18], the following
condition for linear approximation of the exponential law
can be written:

(tm = x0/[xm - IN(M;i/Mj)] = F

wherex=i/j.
Thus, the equations, which calculate the true ratios, be-

()

in the sample can be determined without any assumptionscome:

about the isotopic composition itself. However, the element

must be composed of at least three isotopes, because twadt = (1/m)[1 — In(Mn/Ma), /In(Mn/Ma),]

different ratiosx andy, are necessary for the calculations.
Fig. 1 shows one of the possiblg, versusxm/ym plots
which can be drawn using data obtained for sample LASA 7
(a rock from the metamorphic basement of the Italian East-
ern Alps). The good linear correlations shown by thege
versusxm/ym distributions are interpreted as strontium in the
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Fig.1. €8SrP4Sr),vs. E8SrASr),/(88SrP8Sr), diagram for sample LASA

7. Also shown: straight-line best-fit parameters and calculated values of
(86srP8sry and E8srf4SrY. Errors on best-fit parameters at 95% confidence
level. Errors on calculated ‘true’ ratios by Zrror propagation.

(8)
and
xt = (g/m)[In(Mn/Mq),./In(Mn/Mq), — 1] 9)

where M,/Mg)x is the ratio between the mass of the isotope
at the numeratorM,) and that at the denominata¥§) in
ratiox.

We can obtain experimental evidence that the linear hy-
pothesis is fulfilled ifxy, andxm/ym are linearly correlated.

If this is so, the values of the true isotope ratios of the ele-
ment in the sample can be determined virtually without any
assumptions.

In general, in a mass spectrometric run which collects the
signals of three different isotopes of an element, the two mea-
sured isotope ratiog;, andyn, the ratiozy, which can be cal-
culated from their combination and their respective inverted
ratios, can be used to draw R4 versuskm/ym distributions.
Each of these can be used to calculate one xatome ratioy;,
and ratioz generated from the combination of the calculated
values ofx; andy;. In general, ratios:, y; andz differ. For
example, if the?*Sr, 86Sr and®8Sr peaks are collected and
the88SrP8sr and®4SrPosr ratios are measured, we can plot
distribution @4SrP%Sr), versus $4SrPeSr)/(88SrR4Sr)n,
distribution €8SrP8Sr), versus #8SrA8Sr)/(84SrP8Sr)y,
and many others. From the first distribution we calculate
X =84SrPosr, v =88SrA4Sr andz =88Srf%Sr (and the re-
spective inverse ratios %/~ 85SrP4Sr, 14, =84Srf8sr and
1/z =88SrP8Sr). From the second distribution, we calculate
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X =88SrPosr, v =84SrP8Sr andz =84SrPéSr (and the re-
spective inverse ratios %/~ 85SrP8sr, 14, =8srf4Sr and
1/z =88SrP4Sr) so that, in the end, we obtain 24 values for
863183, 24 for84SrAéSr, and 24 fof4SrP8Sr. These val-
ues should be, respectively, consistent within the error limits.
If this condition is fulfilled, the values of these ratios can

be used to calculate weighted averages which can be con-
sidered as the isotope ratios of the element in the sample.

Fig. 2 shows the mutual consistency within error limits of
the values of ‘true®6SrB8Sr calculated from the, versus
Xm/Ym distributions for sample NBS 987/3. From left to right,
the €5SrP8sry values are, respectively, obtained from xhe
versusy/ym distributions as arranged, for example, in Table
4. It will be noted that only 20 (not 24) values are reported.
This is due to collected pealéSr, 86Sr and88sr: in four

Xm VEersusXm/ym plots AMy =~ AMy, so that the slopes of the
distributions are very close to 0, whereas errorsxgrand
Xm/Ym lead to unreliable¢ andy; results. These results were
not considered in the weighted average calculations.

2.2. Errors

Comparison of Eqg5) and(8) with (6) and(9) shows that
the values ok;, y; andz calculated from different diagrams
are afflicted by somewhat different errors. Whereas the only
errors, which afflict the calculated value yf are errors on
slopem and the masses of the isotopes involved, the error
which afflicts ratiox; involves not only errors on slope
and masses, but also thoseyimterceptg. And the largest
error afflictsz, because this ratio is calculated by combining
ratiosx andy;. Thus, the error which afflicts a certaiidj);
ratio, calculated using a certaip, versusm/ym distribution,
is different according to whether ratigjfy is x, y or zin that
diagram.

0.124 +
0.122 +
s I ||||||||I|“I
: HIURIUIdIL
<. 01187
—
78}
3 0.116 +
N
0.114 + Mean = 0.11947 + 0.00030 [0.25%]
L 95% conf.
0.112 + Wtd by data-pt errs only, o of 20 rej.
' MSWD = 0.032, probability = 1.000
0.110

Fig. 2. Weighted average di%Srf8Sr) values for sample NBS 987/3. From
left to right: €®SrP8Sr), values, respectively, calculated from vs. Xm/ym
distributions, as listed ifable 4 First eight values (bars) result from un-
ambiguous distributions, and next 12 from ambiguous ones. Error bars of
different size characterize values 8f%rf8Sr) calculated from different
distributions, according to whether rafilBSrf8Sr represents ratig, y or z

in distribution.
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Fig. 2shows that error bars of different sizes characterize
the values of §SrP8SrY, calculated from different distribu-
tions.

The relative error which afflicts slopa can be shown to
depend on the relative error which afflicts anglevith the
abscissa, according to the equation:

(%) w0)
m 0
where:
-9 (11)
sercos

is a magnification factor.

For positive slopesM<2 for angles less than-55°.
Thereafter, it increases dramatically. On the other hafd, d
decreases with increasimg so that, as the slope increases,
M and d/6 tend to compensate. The accuracies of the values
of the isotope ratios which are calculated from a cerigjn
versusxm/ym distribution, therefore, depend mostly on the
‘position’ of the ratios in that distribution (ratiwon the ab-
scissa, ratiey as the denominator on the ordinate, or ratio
as the combination of ratwand ratioy).

3. Experimental
3.1. Sample preparations

The standard NBS SRM 987 (SrGalkalimetric assay;
weight percent, 99.9& 0.02) was dissolved in 0.1N HN{o
give a solution of approximately 4Q0y/ml. About 0.5u! of
the solution were loaded on a single tungsten filament over
a small drop of a solution of Tagkthe latter prepared by
dissolving 2.4 g of Janssen Ta-V chloride in 1 ml ultrapure
HF, 1 ml of 0.025 M HPO, and 18 ml of water).

First, the base drop of Tagolution was dried at a current
of 0.3 A. Then, the sample solution was loaded on and dried
atthe same current value. Lastly, the filament was heated very
slowly until it began to glow a very dull red (approximately
2.5 A current), which was held for approximately 5s.

The amount of tracer (a Sr carbonate prepared at the Oak
Ridge National Laboratory, U.S.A.) was dissolved in 2.5N
HCI and water. About 1 ml of the solution (strontium con-
centration,~1.16x 10~" mol Sr/g) was evaporated to dry-
ness. The residue was dissolved in 1.5 ml of 2.5N HCI, and
~0.3ml of this solution were loaded above a column of
cation-exchange resin (BioRad AG 50W x-12) and eluted
with 2.5N HCI to separate rubidium from strontium. The Sr-
containing solution was then evaporated to dryness an@ SrCl
was changed to Sr(N§» by adding 2« 0.1 ml of 10N HNG.
After final evaporation to dryness, the sample was dissolved
in 0.5N HNG;, and approximately 0.4g of strontium were
loaded on a single tungsten filament, following the procedure
described for NBS 987.
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Two rock samples, biotite and muscovite micaschists com- tio from approximately 0.1205 to 0.1180 (a fractionation of
ing from the LASA Formation, a metamorphic unit of the ~1%u1, where u is the unit of mass difference) while the
crystalline basement of the Italian Eastern Alps, were finely 84Srf8Sr and®SrASr ratios were continuously measured.

ground and~0.1 g of each sample were dissolved using con-  In the case of the isotopic tracer, the whole isotopic com-
centrated HF and HNgIn a Savillex teflon vial. The sample  position was determined by two separate runs. In the first
dissolution procedure is described in detai[23,24] Ap- run, which lasted approximately four days (940 continuously

proximately 0.3 ml of the final solution of the sample, in the sampled blocks of data), the new method was applied and the

form of 2.5N HCI, were loaded above a column of AG 50W x-  86Srf8sr, 845rf6sr and84SrP8sr ratios were determined.

12 BioRad cation-exchange resin, to separate Sr from Ca andThe range of fractionation was approximately 0.8%.un

Rb. The Sr-containing volume of eluant{5 ml) was then  the second run, for a more accurate result®fisz£¢Sr ratio

evaporated to dryness and Sy@as changed to Sr(NO3)  was determined by normalizing the measufégrf8Sr ra-

by adding 2 mbc 0.1 ml of ultrapure HNQ. After final evap-  tios to the average value of tA&Srf8Sr ratio obtained in the

oration to dryness, the sample was dissolved in 0.5N BINO first run. In this run, thé€°Rb peak was carefully monitored

and approximately 1-2g of strontium were loaded on asin- before and after each block of data, in order to quantify any

gle tungsten filament, following the procedure described for interferences of th8’Rb peak in thé’Sr peak &°Rb inten-

NBS 987. sity was about 0.2 mV, and the correction on #8r peak
was between 0.06 and 0.07%.

3.2. Mass spectrometry

The W single filaments (99.95% Wi, thickness, 0.001in.; 4. Results and discussion
width, 0.020in.) were degassed in a VG degassing unit un-
der a pressure <20 10> mbar according to the following The values of the masses of strontium isotopes and the re-
procedure: 10 min at 2.2 A and 30 min at 3.3 A. spective errors are from the Atomic Mass Data Center recom-
A VG Micromass 54E single-collector mass spectrome- mended file§21]. Statistics irff22] were used for straight-line
ter was used. Electromagnetic parameters and other approxbest-fit calculations and weighted average calculations. Er-
imate working conditions were: accelerating potential, 8 kV; rors on best-fit slopes angintercepts are at 95% confidence
approximate magnet current, 3.2 A; vacuum in the flight tube level.
better than 3 10~8 mbar. The data acquisition program was Errors on the isotopic ratios ifables 1, 2, 4 and &nd
[20]. on the isotopic abundances Table 3were calculated by
Filament currentwas increasedto 2.0 A atarate of 1 mA/s. 2o-error propagation.
Thereafter, operating current values (in the range, 2.5-2.7A)  The8SrP8Sr ratio in NBS 987 was originally determined
were reached at a slower rate (0.2 mA/s). by the Analytical Mass Spectrometry Group of the National
The non-radiogenic part of the isotopic composition of Bureau of Standards by careful calibration for instrumental
strontium was determined, i.e., the three pé4s, 86Sr and bias using samples of knowAiSr8Sr ratios prepared from
88Srwere sampled and théSrP8Sr andP8Sre8Srratioswere  chemically pure and nearly isotopically putésr and®8Sr
measured. Integration times on peaks of 1 s and waiting timessolutions[7]. The obtained value (0.119350.00005) was
of 1s were adopted. then used to determine the value of #&rf°Sr ratio by
Due to the very small intensity of tiéSr peak, itwas nec-  normalization (0.0565% 0.00014), assuming a linear law
essary to maintain a higtSr signal (>7V, better >8-9V)  model for instrumental isotope fractionation. This strontium,
(84Sr peak~55-65 mV) in order to reduce errors on the mea- of well-known isotopic composition was, therefore, ideal to
sured®*Srf8Sr ratios. Small changes in the filament current test and calibrate the new method.

were sometimes required to maintain #¥&r signal at >7 The results of four different runs of NBS 987are shown in
and <10V, which is the maximum voltage permitted for re- Table 1 Within error limits, the values G*Srf8Sr,84Srf8sr
producible behavior of the Faraday amplifier circuit. and®4srP8sr are, respectively, identical and, in each case,

Blocks of 30 ratios each were sampled. Depending on they are identical to the certified valu@able lalso lists, for
sample, approximately 150-1400 data blocks were acquired.each ratio, the weighted average of the four determinations.
Typical percent errors on the mean in a block were <0.06 and The values of®Srf8Sr (0.11942+ 0.00018) and*SrP8Sr
<0.03 for3*SrP8sr and?8Sr8sr, respectively. Correctionfor  (0.056485+ 0.000075) are in good agreement with the cer-
resistor decay constants were 750—-770 and 4800-5000 ppntified values.
ratio for 88SrP8Sr and®4SrPoSr, respectively. The results of the determination of the isotopic composi-

Four determinations ¢¥SrP8sr, 84srfésr and®4srP8sr tion of the tracer solution are shownTables 2 and 3rable 2
ratios were carried out for NBS 987, and single determina- lists the usefuky, versusxm/ym distributions and the respec-
tions for the Oak Ridgé*Sr-enriched tracer and for rock tive calculated®SrP8Sr, 84Srf6Sr and®4srP8sr values. It
samples LASA 4 and LASA 7. As regards natural strontium also shows, for each ratio, the weighted average value.
(NBS 987 and samples LASA 4 and LASA 7), runs of 1-6 Table 3compares the measured isotopic ratios and the cal-
days were necessary to cause a change if%e°8Sr ra- culated isotopic abundances with those reported on the cer-
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Table 1

Measured isotopic ratios for NBS SRM 987

Sample 86518y Error 8456y Error 84grf8gy Error

NBS 987/1 0.11941 0.00053 0.05650 0.00023 0.006748 0.000026
NBS 987/2 0.11925 0.00048 0.05638 0.00020 0.006723 0.000024
NBS 987/3 0.11947 0.00030 0.05649 0.00012 0.006750 0.000015
NBS 987/4 0.11944 0.00030 0.05652 0.00013 0.006750 0.000015
Weighted averages 0.11942 0.00018 0.056485 0.000075 0.006746 0.000017

Results for NBS 987/1-NBS 987/4 are weighted averagesHige®). Also shown: weighted averages of results of the four determinations. All errors are at
95% confidence level.

Table 2
Xm VS. Xmfym distributions and respectivéSrf8srY, (84SrfSr) and E4SrP8Sr), values for afSr-enriched tracer prepared at Oak Ridge National Laboratory
(Tennessee, USA)

Diagram 865183y Error 84grpbgr Error 84g5rp8sr Error
(84/86), vs. (84/86)/(88/84), 0.29624 0.00275 22.501 0.150 6.666 0.017
(88/86), vs. (88/86),/(84/88), 0.29632 0.00209 22.509 0.224 6.670 0.019
(84/88), vs. (84/88)/(88/86) 0.29628 0.00080 22.504 0.309 6.668 0.073
(84/88), vs. (84/88)/(86/84), 0.29695 0.00396 22.558 0.060 6.699 0.071
(86/84), vs. (86/84)/(84/88) 0.29699 0.00278 22.561 0.151 6.700 0.018
(86/88),, vs. (86/88)/(88/84), 0.29688 0.00208 22.553 0.220 6.695 0.019
(88/84), vs. (88/84)/(84/86), 0.29632 0.00397 22.505 0.061 6.669 0.071
(88/84), vs. (88/84),/(86/88), 0.29693 0.00083 22.558 0.316 6.698 0.075
(84/86), vs. (84/86)/(88/86) 0.29550 0.00076 22.442 0.179 6.632 0.070
(84/86), vs. (84/86),/(84/88), 0.29760 0.00267 22.611 0.122 6.729 0.024
(88/86), vs. (88/86),/(84/86), 0.29574 0.00243 22.463 0.062 6.643 0.073
(88/86), vs. (88/86)/(88/84), 0.29763 0.00162 22.610 0.205 6.730 0.024
(84/88), vs. (84/88),/(86/88), 0.29550 0.00078 22.444 0.179 6.632 0.035
(84/88), vs. (84/88)/(84/86), 0.29748 0.00243 22.599 0.062 6.723 0.036
(86/84), vs. (86/84),/(88/84), 0.29561 0.00260 22.451 0.118 6.637 0.024
(86/84), vs. (86/84),/(86/88), 0.29773 0.00081 22.619 0.183 6.734 0.073
(86/88), vs. (86/88),/(84/88), 0.29560 0.00158 22.453 0.200 6.637 0.024
(86/88), vs. (86/88)/(86/84), 0.29748 0.00249 22.599 0.064 6.723 0.075
(88/84), Vs. (88/84)/(86/84) 0.29574 0.00245 22.462 0.063 6.643 0.036
(88/84), vs. (88/84),/(88/86), 0.29774 0.00079 22.619 0.182 6.735 0.036
Weighted averages 0.29659 0.00044 22.530 0.029 6.682 0.016

Weighted averages are shown. All errors are at 95% confidence level.

Table 3
Certified and measured isotopic ratios and abundances ffiSarenriched tracer prepared at Oak Ridge National Laboraletyé 2
Certified ratios 86318y Error 8456y Error 84518y Error 8751 fbsr Error

0.3020 0.0029 22.368 0.276 6.754 0.105 0.4201 0.0079
Certified abundances (%) 84gr Error 86gr Error 87gr Error 88gr Error

82.54 0.10 3.69 0.05 1.55 0.05 12.22 0.05
Measured ratios 86grp8gy Error 84gypbgy Error 84grp8gy Error 87grpbgr Error

0.29659 0.00044 22.530 0.029 6.682 0.016 0.422650 0.000019
Abundances (%) 84gy Error 8631 Error 87gr Error 88gr Error

82.46 0.22 3.660 0.005 1.547 0.002 12.339 0.034

Errors on measured abundances calculatedsbgreor propagation. Errors on certified ratios result from propagation of certified uncertainties on abundances.

tificate sheet. Itis easily seen that ##8r£8Sr andB®Srf8sr because any analytical work in itself represents an additional
ratios of the tracer solution are determined with much higher source of error.

precision than that reported in the certificate of analysis. ~ Tables 4 and Sist the usefulxm versusxm/ym distribu-
When compared with the critical-mixture methfg], this  tions and the respective calculat®tsrf8sr, 84Srfesr and
new method results in more accurate values of the isotopic >*SrPSr values for samples LASA 4 and LASA 7, respec-
ratios, while implying no assumptions (the only assumption tively. They also show, for each ratio, the weighted average
is fulfilment of hypothesis (7), which is checked) and far less value. It can be seen that LASA 4 and LASA 7 have identical

analytical work. The latter advantage cannot be neglected,isotope ratio values. This was expected, because these sam-
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Table 4

Xm VS. Xm/ym distributions and respectiv8srf8sry, (84SrP8sry and €8SrP4Sry, values for rock sample LASA 4

Diagram 865rf8gr Error 8456y Error 84grf8gy Error
(84/86), vs. (84/86)/(88/84), 0.11941 0.00226 0.05644 0.00076 0.006739 0.000037
(88/86), vs. (88/86)/(84/88), 0.11951 0.00079 0.05648 0.00053 0.006750 0.000018
(84/88), vs. (84/88),/(88/86), 0.11946 0.00043 0.05647 0.00103 0.006746 0.000099
(84/88)y, vs. (84/88)/(86/84), 0.11962 0.00258 0.05657 0.00025 0.006767 0.000117
(86/84), vs. (86/84),/(84/88), 0.11971 0.00220 0.05659 0.00075 0.006774 0.000035
(86/88), vs. (86/88)/(88/84), 0.11963 0.00078 0.05655 0.00052 0.006765 0.000018
(88/84),, vs. (88/84),/(84/86), 0.11946 0.00251 0.05646 0.00023 0.006745 0.000114
(88/84) vs. (88/84)/(86/88)n 0.11966 0.00043 0.05656 0.00103 0.006768 0.000099
(84/86), vs. (84/86),/(88/86), 0.11915 0.00061 0.05632 0.00086 0.006710 0.000137
(84/86), vs. (84/86),/(84/88), 0.11979 0.00156 0.05663 0.00044 0.006784 0.000035
(88/86), vs. (88/86),/(84/86), 0.11937 0.00110 0.05642 0.00017 0.006735 0.000083
(88/86), vs. (88/86)/(88/84), 0.11978 0.00093 0.05663 0.00074 0.006783 0.000035
(84/88), vs. (84/88),/(86/88), 0.11914 0.00059 0.05632 0.00084 0.006709 0.000067
(84/88)y, vs. (84/88),/(84/86), 0.11976 0.00110 0.05662 0.00018 0.006780 0.000041
(86/84), vs. (86/84),/(88/84), 0.11932 0.00154 0.05640 0.00044 0.006729 0.000035
(86/84), vs. (86/84),/(86/88), 0.11996 0.00060 0.05671 0.00088 0.006803 0.000140
(86/88), vs. (86/88)/(84/88), 0.11931 0.00094 0.05640 0.00074 0.006729 0.000035
(86/88), vs. (86/88)/(86/84), 0.11977 0.00110 0.05661 0.00018 0.006780 0.000084
(88/84), vs. (88/84),/(86/84), 0.11936 0.00111 0.05642 0.00018 0.006735 0.000042
(88/84),, vs. (88/84),/(88/86), 0.11996 0.00059 0.05671 0.00085 0.006803 0.000069
Weighted averages 0.11956 0.00017 0.056515 0.000070 0.0067571 0.0000085

Weighted averages are shown. All errors are at 95% confidence level.

Table 5

Xm VS. Xm/ym distributions and respectiv8Srf8sr), (84Srf8sry and 8SrR4Sr) values for rock sample LASA 7

Diagram 8658y Error 84565y Error 84grf8gy Error
(84/86), vs. (84/86)/(88/84), 0.11948 0.00111 0.05649 0.00037 0.006749 0.000018
(88/86), vs. (88/86)/(84/88), 0.11949 0.00036 0.05649 0.00024 0.006751 0.000008
(84/88), vs. (84/88),/(88/86), 0.11948 0.00021 0.05649 0.00049 0.006750 0.000047
(84/88), vs. (84/88)/(86/84), 0.11964 0.00125 0.05657 0.00012 0.006768 0.000056
(86/84), vs. (86/84),/(84/88), 0.11965 0.00114 0.05658 0.00038 0.006769 0.000018
(86/88), vs. (86/88)/(88/84), 0.11963 0.00035 0.05657 0.00023 0.006767 0.000008
(88/84),, vs. (88/84),/(84/86), 0.11949 0.00125 0.05649 0.00012 0.006750 0.000056
(88/84) vs. (88/84)/(86/88)n 0.11965 0.00020 0.05657 0.00049 0.006769 0.000047
(84/86), vs. (84/86),/(88/86), 0.11932 0.00030 0.05640 0.00043 0.006730 0.000068
(84/86), vs. (84/86),/(84/88), 0.11974 0.00074 0.05662 0.00021 0.006780 0.000017
(88/86), vs. (88/86),/(84/86), 0.11936 0.00051 0.05643 0.00008 0.006736 0.000039
(88/86), vs. (88/86)/(88/84), 0.11974 0.00044 0.05662 0.00035 0.006779 0.000017
(84/88), vs. (84/88),/(86/88), 0.11931 0.00031 0.05641 0.00044 0.006730 0.000035
(84/88)y, vs. (84/88),/(84/86), 0.11977 0.00053 0.05663 0.00008 0.006782 0.000020
(86/84), vs. (86/84),/(88/84), 0.11939 0.00073 0.05645 0.00021 0.006739 0.000016
(86/84), vs. (86/84),/(86/88), 0.11982 0.00030 0.05665 0.00043 0.006788 0.000068
(86/88), vs. (86/88),/(84/88), 0.11939 0.00045 0.05644 0.00035 0.006739 0.000017
(86/88), vs. (86/88)/(86/84), 0.11977 0.00052 0.05663 0.00008 0.006782 0.000040
(88/84)y, vs. (88/84),/(86/84), 0.11936 0.00051 0.05643 0.00008 0.006736 0.000019
(88/84),, vs. (88/84),/(88/86), 0.11982 0.00030 0.05665 0.00043 0.006788 0.000035
Weighted averages 0.119568 0.000083 0.056528 0.000042 0.0067589 0.0000072

Weighted averages are shown. All errors are at 95% confidence level.

ples come from the same metamorphic unit and were sampleccalculations, because isotope fractionation did not follow the

not far from each other, so that they substantially representlinear model (1). This can be checked if two ratios are con-

sampling of the same rock. sidered, in which the mass difference between the isotopes
involved is the same (for exampSrf8Sr and®4SrP8Sr).

4.1. Comparisons between linear model from power law In this case, if linear model (1) of fractionation is followed,

and linear model from exponential law the ratios between the instantaneously measured isotope ra-
tios and the respective ‘true’ values define alinear distribution

The linear approximation of the exponential model of frac- during the run{17]. The slope of the correlation is 1, and is
tionation (7) was considered as the basic hypothesis for allindependent of the values of the ‘true’ ratids].
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Instead, severe deviations from this ideal behavior  Fig. 2 shows thé®®Srf8Sr values calculated from all the
(2.5-3.0%) were observed. They can be interpreted as due tqseful distributions for sample NBS 987/3. From left to right,
the dependence of the fractionation factor on mass-a depenthe first 8 values (bars) result from unambiguous distributions
dence which is typical of isotope fractionation which follows  and the other 12 from ambiguous ones.
an exponential law.

This is reflected by the degree of (respective) mutual con-
sistency of the values of t#€Srf8sr,84srLSr andP*SrA8sr
ratios which are calculated from the differemtversusm/ym
distributions. Although the mean values of the weighted av-

6crB8ay 84c B6 4, B8 .
erages ofStEsr, Sr/B. S a.nd8 StPesy calcullated USING  either be calculated over the whole data set, i.e., the whole
the linear model (1) are identical to the respective values cal- : : 1

. ; : recorded fractionation range-(% u~-), or from only parts
culated using the linear model proposed here (7), in all cases . . I .

) A ofit: forexample, the part up to fractionation is approximately
the above values calculated for the different distributions are, 1 - -
. : 0.5% u -+ from the beginning of data acquisition. The means
respectively, much more mutually consistent when model (7) . .
. . . of the calculated values are seen to change, in particular, they
is adopted, andalarge decrease in MSWD values is ObserVEdslowl but progressivley drift as the fractionation range be-
with a large increase in the probability of the final weighted y prog y g

X . : L comes larger (i.e., as the line segment becomes longer).
average values. This confirms that linear approximation of the A ; )
: : o This drift is due to gradual changes in the best-fit param-
exponential model of fractionation fits the measured values

of the isotopic ratios much better than linear approximation ef[ers_, W.h'Ch Is evidence that t_he observ&d\/e_rsusxm/ym .
of the power law of fractionation. dlstr|but|0_ns are not perfectly I_|near. The relative changes in
the best-fit slopes fall roughly in the range 0.7-2.4%.
Drifting of the mean values of tHf¥Srf8Sr,84Srf6Sr and
8435183y ratios calculated for eact, versus«y/ym distribu-
tion also causes the respective mean values of the weighted
averages to driftFig. 3 shows the weighted average change

Since three peaks were collected and the measured IS0y g6 g8 values for sample NBS 987/3 with increasing
topic ratios involve a common isotop®r), 12 of the dis-

tributions which are useful for calculations satisfy condition fractionation. The amount of drift can be estimated by linear

. o . best-fit interpolation to the y-axis. ig. 3, the value of the
/Ym = Zm, i.€., both Eq(3) (which is not linear) and Eq4 ; ) s .
?V'Cmgh izsmlinear). For tﬂi(s 3éason we call then)1 ‘ambigut))us’. y-intercept is 0.12039, so that drifting of the mean value is

s o 17 0 : :
The doubtful character of these distributions seems to be approximately 0.76% (i.e., 0.38%1) for fractionation of

: L ” : 1%ut.
reflected in the MSWD and fitting probability values yielded

obtained by the linear best-fit calculations. For some of these_l_hizOr PJSIZ?; i":ﬁ Ezmrggzigg’ gr”fatll\?o% dc:;r;)ot gs nueiﬁlnectti(l.
distributions, the MSWD values are high (1.2-1.7) and the P y acq 9

probability of linear fitting is 0. In other cases, the MSWD data within the same interval of fractionation values. In the

. - . _.case of natural strontium, and in term$®®rf8Sr, the range

values are higher and the probability values are (sometimes) . . )
. 2 . of fractionation from approximately 0.1205 to 0.1180 was

lower than for the unambiguous distributions (in the range
0.94-1.1 and 0.2-1, respectively) to indicate that, if linear,
these distributions are ‘less linear’ than the unambiguous
ones. Lastly, in yet other cases, the MSWD values are compa- 0.122
rable to those obtained for some unambiguous distributions
and fitting probability is 1, indicating that the distributions
are linear as the unambiguous ones.

The values of®SrP8Sr, 84516t and®4srP8sr calcu-
lated from the unambiguous distributions,(/ v,, # z) are,
respectively, always mutually consistent, i.e., all of them are s ‘»}--.-
identical within respective error limits. The same is observed I ""{"'{‘--.._M
for 86583y, 845rB8Sr and84SrR8Sr values obtained from —
ambiguous diagrams, but not always.

Nevertheless, for each sample, the mean values of the
weighted averages 8fSrP8Sr, 84SrP5Sr and®4SrP8Sr cal- 0.118
culated from the 12 ambiguous diagrams are always identical, 0.0 02 04 0.6 0.8 1.0 12
respectively, to the mean values of the weighted averages cal- % fractionation u™
culated from the 8 unambiguous ones. For this reason, and_ _ _ 8 _ .
for this may contribute to reduce errors, in this work all the Fig. 3. Driftof weighted average OWS.”B Sr) values with increasing frac-

s . 3 tionation for sample NBS 987/3. Estimated drift of mean value is approx-
distributions are used together to calculate global weighted imately 0.38% u for fractionation of 1% ™. Error bars orx are merely
averages o%6S1B8Sr, 8451 BBSr andB4SrA8Sy. indicative; error bars on y represehfo.

4.3. Drifting of average values of isotope ratios

Let us now consider one of the usefMi( Xm/ym) distri-
butions. The values &fSrP8Sr, 84SrL8Sr andB4SrA8Sr can

4.2. '‘Ambiguous’ ¥, versus /ym distributions

0.121 T

0.120 T+ B |

S6gr/88gp

4 n I L + i 1
T T T T
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chosen (a change 6f1% u™1), because: (i) it is sufficiently ~ correct, the procedure is also limiting and dangerous. Itis lim-
large to ensure sufficient precision of the calculateend iting because normalizing data ¥Srf%Sr=0.1194 makes
yt values; (ii) it can quite easily be covered during analysis it substantially impossible to ascertain whether differences in
of most natural samples using standard laboratory routines;2®Sr8Sr (and/or in other ratios of the non-radiogenic part of
(iii) it ensures ‘true’x andy; values which can more confi-  strontium isotopic composition) exist in nature. It is danger-
dently be used as normalization values for measurements ofous because it can give corréésrPeSr values only if the
the 87srp8sr ratio. normalization value (0.1194) is correct for the sample.
In this paper, it is shown that possibilities do exist to mea-
sure the isotopic composition of strontium (and possibly of
4.4. Changes in the non-radiogenic part of the isotopic other elements) by thermal ionization source mass spectrom-
composition of strontium etry without any assumptions about the isotopic composition
itself. If isotope fractionation of the element in the sample
The values of the naturd®Srf®Sr ratio (two rocks:  follows a linear model, straight-line distributions i, ver-
0.11956+0.00017 and 0.1195% 000008, NBS 987: SUSXm/ym diagrams are Observed, in Wh|&h andym are two
0.11942+ 000018) are identical within error I|m|tS, and measured isotope ratios_ The Slopes Mercepts Of these
identical or very close to the recommended value of 0.1194, |inear distributions are functions of the ‘true’ (starting) values
which is the worldwide assumed ‘tru%ﬁsrﬁgsr value in the Xt andyt of the element in the Samp|e and of the masses of
commonly used procedure of determinffi§rf°Sr ratio by the isotopes involved in ratiosandy. Since these masses are
normalization. known to a certain degree of accuracy, the true rati@nd

However, since the above determinations are sufficiently v, can be calculated. This method can be applied to elements
accurate, itis likely that differences in the mean values of the \ith more than two isotopes.

ratios mostly reflect effective differences in the values of the  Application to the determination of the non-radiogenic

isotope ratios themselves. S part of the isotopic compostion of strontium in standard and
The accuracy of these determ|nat|0n85 is |nd|2ategl by the natural samples is demonstrated here to give accurate and
good match of the mean values of #&rf8sr andP*SrFosr reproducible results. The values of natu$&srf8Sr ratio

ratios measured for NBS 987 with the respective certified (two rocks: 0.11956= 0.00017 and 0.1195F 0.00008; NBS

;/?Iue:;,, and g}( th% match of the mean value$°airPesy, 987:0.11942+ 0.00018) are identical within error limits, and
SrF°Sr and®*SrFSr obtained from the two rock samples  dentical or very close to the recommended value of 0.1194,

LASA 4 and LASA 7 (which substantially represent sam- hich is the worldwide assumed ‘tru8SrP8Sr value in the

pling of the same rock) since, with increasing accuracy, the commonly used procedure of determinfii@r£oSr ratio by
mean values of the isotope ratios resulting from different de- normalization.

terminations of the same sample must tend to coincide. However, due to the accuracy of the above determinations,
o If t;ns line of reasoning is correct, th&Srf°sr and  jtis suggestedthatthe observed differences in the meanvalues
SrP®Srratios in NBS 987 and LASA 4 and LASA 7 differ  of the ratios reflect effective differences in the values of the
by about 0.12 and 020%, respectively. isotope ratios themselves.
Itis striking that the calculated relative chang&48rf8sr If this is correct, the natur&PSrB8Sr andB4SrA8sr ratios

is approximately increased by a factor of 2 with respect to the gjffer by ~0.12 and 0.20%, respectively. Similar differences
relative change if°Srf8Sr. This is consistent with the stron-  cannot be ignored by the scientific community using TIMS,
tium in NBS 987 being isotopically fractionated by mass- not only for correct determination of tH&Sr£8Sr ratio by

dependent processes with respect to the strontium in samplegormalization, but also for they represent new important in-
LASA 4/7 [25]. formation.

Further studies are obviously required in order to substan-
tiate the hypothesis that strontium isotopes are fractionated

in nature by mass-dependent processes. Acknowledgments
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position of strontium is measured by imposing a constraint
on the isotopic composition itsel86Srf8Sr=0.11946-8]

— and the measurédSrP8Sr and®’SrPéSr ratios are “nor-
malized” by calculating the shift of measuré’srP8sr val-

ues from this recommended value. In this sense, normalizing [1] G. Faure, Principles of Isotope Geology, second ed., John Wiley and
data implies assumptions. Besides being philosophically in- Sons, New York, 1986.
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